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Much of the visual cortex is organized into visual field maps: nearby neurons have receptive fields at
nearby locations in the image.Mammalian species generally havemultiple visual fieldmapswith each
species having similar, but not identical, maps. The introduction of functional magnetic resonance
imaging made it possible to identify visual field maps in human cortex, including several near (1) me-
dial occipital (V1,V2,V3), (2) lateral occipital (LO-1,LO-2, hMT+), (3) ventral occipital (hV4, VO-1, VO-2),
(4) dorsal occipital (V3A, V3B), and (5) posterior parietal cortex (IPS-0 to IPS-4). Evidence is accumu-
lating for additional maps, including some in the frontal lobe. Cortical maps are arranged into clusters
in which several maps have parallel eccentricity representations, while the angular representations
within a cluster alternate in visual field sign. Visual field maps have been linked to functional and per-
ceptual properties of the visual system at various spatial scales, ranging from the level of individual
maps to map clusters to dorsal-ventral streams. We survey recent measurements of human visual
field maps, describe hypotheses about the function and relationships between maps, and consider
methods to improve map measurements and characterize the response properties of neurons com-
prising these maps.

Introduction
Modern neuroscience emphasizes the principle that hu-
man perception is determined by the properties of brain
circuitry. It is equally important to recognize that these
brain circuits evolved to interpret the properties of the
physical environment (Shepard, 1981, 2001). This relation-
ship between the physical environment and brain circuitry
has been recognized by many important investigators.
Newton discussed the separation of the physical stimulus
and psychological interpretation: ‘‘The rays, to speak
properly, are not colored. In them there is nothing else
than a certain power. to stir up a sensation of this or
that color.’’ (Newton, 1704). Helmholtz wrote that neural cir-
cuitry and perceptual experience are organized to estimate
the physical signal: ‘‘such objects are always imagined as
being present. as would have to be there in order to pro-
duce the same impression on the nervous mechanism’’
(Helmholtz, 1896, italics in original).

The most important physical property of the visual im-
age is its spatial arrangement. One can alter the image
contrast, change colors, tilt the image, or randomly re-
move small regions (pixels) and still recover a great deal
of essential information about the image. But if one scram-
bles the spatial arrangement of the image at a fine scale
any realistic chance of reconstructing the original is lost.
Hence, we should not be surprised to find that the spatial
representation of the image features is preserved and
repeated multiple times within cortex. The multiplicity of
visual field representations in cortex appears to reflect
an accommodation between this quintessential image
property and the neural circuitry’s structure. As cortex in-
terprets different aspects of the visual image—such as its

spectral composition, motion, and orientation—the corti-
cal circuitry is organized using receptive fields that pre-
serve the most critical image information, its spatial
organization. Hence, regions of visual cortex with a variety
of visual functions still preserve the visual field map.
The Size and Location of Human Visual Cortex
Each hemisphere of human cortex spans a surface area
on the order of 1000 cm2 (Van Essen, 2007) and ranges
between 2–4 mm in thickness (Blinkov and Glezer, 1968;
Braitenberg and Schüz, 1998; Fischl and Dale, 2000).
Each cubic millimeter of cortex contains roughly 50 thou-
sand neurons (Braitenberg and Schüz, 1998), so assuming
an average thickness of 2.5 mm, the two cortical hemi-
spheres contain on the order of 25 billion neurons (Pak-
kenberg and Gundersen, 1997).
Modern neuroimaging experiments demonstrate that

much of the posterior human brain responds to visual
stimulation. Human visual cortex includes the entire oc-
cipital lobe and extends significantly into the temporal
and parietal lobes (Figure 1A), spanning about 20%of cor-
tex. Hence, human visual cortex contains on the order of
5 billion neurons. Assigning sensory and motor functions
to distinct cortical regions was a contentious scientific de-
bate (Phillips et al., 1984). Munk was the first to reach the
conclusion that ‘‘The visual center of the monkey is the
cortex of his occipital lobe [.]. Only injuries of this cortex
lead to disturbances of the visual sense and only such dis-
turbances follow lesions of this cortex.’’ (Munk, 1881). By
performing localized lesion experiments in mammalian
cortex, he further showed the presence of a visual field
map (Russell, 2001). Henschen (1893) subsequently re-
viewed cases of visual loss in human and identified the
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calcarine sulcus, located on the medial aspect of the oc-
cipital lobe, as essential for vision.
The Discovery of Visual Field Maps
More than a century ago Inouye, an ophthalmologist, and
then Holmes, a neurologist, observed strong correlations
between visual field deficits and the location of lesions
within human visual cortex (V1) (Fishman, 1997; Holmes,
1918; Inouye, 1909; Teuber et al., 1960). Their analyses
of these correlations defined the visual field map in human
primary visual cortex, V1, and established several impor-
tant principles. They showed that V1 in each hemisphere
encodes a hemifield (i.e., one half of visual space) and
that the central fovea is represented over a larger fraction
of cortical surface than a comparable extent of the periph-
eral visual field (cortical magnification, Figure 1B). These
neurological maps were useful guides for many genera-
tions of clinicians and have only recently been revised
(Horton and Hoyt, 1991).
Importantly, subsequent animal experiments uncovered

multiple maps. In the 1940s electrophysiological measure-
ments revealed a secondmap (V2) adjacent and surround-
ing V1 in rabbit and cat (Talbot and Marshall, 1941; Talbot,
1940, 1942; Thompson et al., 1950; Tusa et al., 1978) and
then later in squirrel monkey (Cowey, 1964). A third map
(V3) adjacent and surrounding V2 was then described in
cat (Hubel and Wiesel, 1965). In the 1970s, investigators

described additional visual fieldmaps inmonkey, including
one (V4) adjacent to V1/2/3 and another located at some
distance from this first posterior group (MT/V5) in owl mon-
key (Allman and Kaas, 1971). Zeki described a framework
for the concentric organization of these maps in macaque
(Gattass et al., 2005; Zeki, 1969, 1971, 1976). During the 50
years from 1940 to 1990, the number of reported visual
field maps grew enormously, and investigators began to
hypothesize about the organization among the maps
themselves (Felleman and Van Essen, 1991; Goodale and
Milner, 1992; Milner and Goodale, 2006; Ungerleider and
Mishkin, 1982; Van Essen and Maunsell, 1983).

The organization and perceptual significance of the hu-
man V1 map were confirmed by experiments showing
that local electrical stimulation in the V1 map gives rise to
a sensation of light (phosphene) at the corresponding vi-
sual field location (Brindley and Lewin, 1968). The V1
map was measured in the living human brain using posi-
tron emission tomography (PET) (Fox et al., 1987). But it
was only in the early 1990s with the introduction of fMRI
(Ogawa and Lee, 1990; Ogawa et al., 1990, 1992) and
novel data-analysismethods (Engel et al., 1994) that inves-
tigators couldmeasure efficientlymultiple visual fieldmaps
in the intact human visual cortex (DeYoe et al., 1996; Engel
et al., 1997; Sereno et al., 1995). Subsequent advances in
magnetic resonance instruments, experimental methods,
and data analysis algorithms produced a significant
amount of newdata about the organization of human visual
field maps (Figure 2). The main purpose of this review is to
summarize the recent visual field map measurements in
human cortex.
The Motivation for Measuring Human Visual Field
Maps
FMRI measurements of human visual field maps are being
actively explored because of the strong interest in the hu-
man brain and the likelihood of clinical applications. Differ-
ences between primate species (Rosa and Tweedale,
2005) and differences between human and nonhuman pri-
mates (Brewer et al., 2002; Tootell et al., 1997; Van Essen,
2003) make the direct measurements of human cortex
essential.

The delineation of human visual field maps serves mul-
tiple goals. First, visual neuroscience theory postulates
that cortical regions are specialized for specific perceptual
functions. This general principle is supported by neurolog-
ical cases showing that localized damage can lead to very
specific visual deficits, such as achromatopsia, prosopag-
nosia, or akinetopsia (Zeki, 1993). The idea that specific vi-
sual field maps serve certain perceptual specializations is
supported by both the observation that certain maps are
comprised of a set of neurons with common stimulus se-
lectivity and that stimulation of these neurons within amap
specifically influences behavior. For example, stimulation
of the direction-selective neurons in area MT specifically
influences behavioral decisions about motion in specific
directions and visual field positions (Salzman et al.,
1990, 1992). The relationship between maps and percep-
tual function is neither direct nor unique: it is likely that

Figure 1. Human Visual Cortex and V1 Visual Field Map
(A) Human visual cortex (orange overlay) occupies approximately 20%
of the cerebral cortex and is located in the occipital lobe and posterior
parts of the parietal and temporal lobes. Primary visual cortex (V1) is
located in and around the calcarine sulcus (dotted line) and contains
a map of the visual field.
(B) We illustrate the visual field map in V1. The image is a section of
Godfrey Kneller’s 1989 portrait of Sir Isaac Newton. The figure illus-
trates how the visual field (left) is transformed and represented on
the V1 cortical surface (right) using a mathematical description pro-
posed by Schwartz (1977). The left visual field stimulates V1 in the right
hemisphere; the image representation is inverted, and the center of the
visual field, near the eye, is greatly expanded (cortical magnification).
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more than onemap is essential for a particular visual func-
tion and that each individual map participates in multiple
functions. Characterizing the responses within specific vi-
sual field maps is an essential task in understanding the
cortical organization of visual functions.

Second, the visual fieldmap provides useful information
about the likely perceptual function of a specific cortical
region. For example, field maps define the amount of cor-
tical surface area allocated as a function of visual field ec-
centricity, a measure commonly called cortical magnifica-
tion (Daniel and Whitteridge, 1961) (see Figure 1B). Some
cortical visual field maps are principally devoted to pro-
cessing foveal information, others less so (Dougherty
et al., 2003; Ejima et al., 2003; Engel et al., 1997; Pitzalis
et al., 2006; Sereno et al., 1995). Such differences in cor-
tical magnification may correlate with differences in per-
ceptual processing requirements (Malach et al., 2002).

Third, quantitative measurements of these maps can be
used for detailed analyses of visual system pathologies
(Barnes et al., 2001; Baseler et al., 1999, 2002; Morland
et al., 2001; Sunness et al., 2004; Victor et al., 2000). Visual
field map changes can be used to track cortical reorgani-
zation following retinal or cortical injury (plasticity). Fur-
ther, if we are to identify cortical changes underlying visual
dysfunction and perceptual deficits, we need to have

baseline measurements of features such as visual field
map size and organization.
Fourth, quantitative measurements are a good basis for

interspecies comparisons (Van Essen, 2002, 2003). There
is a wealth of literature from primate measurements from
which it is useful to draw information for human studies,
but an understanding of the homology across the species
is necessary. If we are to identify homologous regions
securely, it is best to have quantitative measurements
from both species. We discuss questions of homology in
more detail in the section Monkey and Human Visual Field
Maps.
Finally, visual field maps provide a useful way to com-

pare or combine responses of individual observers or
groups of observers. Without knowledge of the functional
maps, functional responses can be compared only by
identifying common anatomical landmarks. But the human
brain’s anatomical structure is highly varied, and methods
for placing a brain within a stereotaxic coordinate system,
such as Talairach (Talairach and Tournoux, 1988) or MNI
space (Collins et al., 1994), rarely provide spatial certainty
within half a centimeter (Di Russo et al., 2002; Iaria and
Petrides, 2007; Thompson et al., 1996). Furthermore,
alignment of gross anatomical features will not necessarily
align cytoarchitectonic (Rademacher et al., 1993) or func-
tional regions (Dumoulin et al., 2000). Identifying a re-
gion-of-interest (ROI) using a functional measurement,
such as a map, provides much better support for the as-
sumption that one is measuring comparable regions
across individuals. There is an interesting debate about
the value of ROImeasurements and the optimal implemen-
tation of localizer scans (Friston et al., 2006; Saxe et al.,
2006). This debate focuses on stimulus-specific ROIs de-
fined by thresholding signal amplitudes elicited by viewing
particular stimuli, such as fusiform face area (Kanwisher
et al., 1997) and lateral occipital complex (Malach et al.,
1995). However, unlike these stimulus-specific ROIs, the
value of visual field maps for identifying common regions
in different observers is acknowledged by both sides. In-
deed, identification of visual field maps is a prerequisite
for many neuroimaging studies of human visual cortex.

Measuring Visual Field Maps
Visual field maps are defined with respect to the fixation
point. Stimuli to the right of fixation are in the right visual
field, stimuli above fixation are in the upper field, and so
forth. Because the visual field shifts with the eye position
but is fixed with respect to the retina, visual field maps
are also called retinotopic maps.
Traveling-Wave Method
Visual field maps measure the stimulus location that
causes the largest response at each cortical position (Fig-
ure 3). Many laboratories use the traveling-wave method
(also called phase-encoded retinotopic mapping) (Engel
et al., 1994) with ring and wedge stimuli to measure visual
field maps (DeYoe et al., 1996; Dumoulin et al., 2003; En-
gel et al., 1997; Sereno et al., 1995; Wandell et al., 2005;
Warnking et al., 2002). In this method, a fixating observer

Figure 2. Visual Field Maps in Human Visual Cortex
The positions of sixteenmaps are shown on an inflated rendering of the
cortical surface of a right hemisphere. Although this organization is
generally accepted, certain aspects are still debated. Most of the vi-
sual field maps are based on measurements of one subject (V1/2/3,
hV4, VO-1/2, LO-1/2, IPS-0); others are added based on descriptions
in the literature (IPS-1/2/3/4, hMT). Fovea and upper/lower visual fields
are indicated by the ‘‘o’’, ‘‘+’’, and ‘‘!’’ symbols, respectively. The pos-
terior visual maps in and around calcarine are labeled V for visual and
a number, e.g., V1, V2, V3, V3A, following the naming of homologs in
macaque monkey. To be conservative about potential homology
between these maps and maps in nonhuman primates, we use a con-
servative labeling scheme. Maps in lateral occipital are numbered as
LO-x, maps in ventral occipital are numbered as VO-x, and maps in
the intraparietal sulcus are numbered IPS-x.
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is presented, for example, a series of contrast patterns in
concentric rings at different diameters (Figure 3A). The re-
sponses to the series of rings are used to estimate the
most effective eccentricity. The angular measurements
compare the responses to a series of contrast patterns
comprising wedges that rotate around the fixation point;
the responses from the different angles are interpolated
to estimate the most effective angle (Figure 3B). Taken to-
gether, the two measurements specify the most effective
visual field position in polar coordinates (eccentricity,
angle).
A number of experimental decisions influence the qual-

ity of the map measurements (see the Discussion in Wan-
dell et al., 2005). When cortical locations within a map are
highly responsive to a small region of the visual field, ring
and wedge measurements can produce very clear maps.
A modern data set measuring the response at a location
within V1 to a series of rings yields an fMRI modulation
that is 15–20 standard deviations above the noise
(Figure 3C). These data show that cortex within human
V1 responds powerfully to stimuli in a small range of visual
field eccentricities. The most effective visual field eccen-
tricity smoothly changes frommore foveal to more periph-
eral measuring from posterior to anterior calcarine; this
defines the V1 eccentricity map (Figures 3D and 3E). Sim-
ilarly, there is a peaked response as the wedge changes
angle, and themost effective angle varies smoothly across
a hemifield representation measuring from the superior to
inferior lip of the calcarine sulcus (Figure 3F).
The traveling-wave method provides three advantages

compared to earlier methods (Fox et al., 1987; Schneider
et al., 1993; Shipp et al., 1995). First, the traveling-wave
method presents an orderly series of visual field locations
fromwhich the most effective location can be interpolated
using simple mathematical methods. Second, the entire
visual field layout is estimated, and the visual field map

description is not limited by the choice of certain critical vi-
sual field locations (e.g., horizontal and vertical meridians).
Third, comparing stimuli at certain critical visual field loca-
tions with a blank field creates a diffuse cortical response,
spreading as much as a centimeter in V1 (Fox et al., 1987).
Similarly, alternating nonoverlapping stimuli at specific vi-
sual field locations (e.g., horizontal and vertical meridians)
may activate neurons whose receptive fields overlap but
are not centered on the stimulus (Dumoulin and Wandell,
2007). While these approaches can give a rough estimate
of map boundaries, such measurements are not well-
suited for the description of a visual field map, for which
the identification of the most effective visual field position
for each location within a map is key. The traveling-wave
method is a differential measurement; for each cortical lo-
cation, the most effective stimulus is estimated by com-
paring the responses to a set of stimuli. Such differential
measurements are better suited to identifying a variety
of maps using neuroimaging methods (Grinvald, 1985).

The traveling wave method is effective for measuring
field maps with neurons that have small receptive fields
that are mainly confined to one hemifield, such as V1.
The visual field maps we summarize in the next several
sections were obtained using these methods. However,
as we explain later, the traveling-wave method has limita-
tions, particularly when measuring maps with large recep-
tive fields that include the fovea. In the last section of this
paper, we describe new developments designed to over-
come these limitations.
Identifying Visual Field Maps
In this review, we describe ‘‘visual field maps’’ rather than
‘‘visual areas.’’ Van Essen (2003) explains that a visual
area can be identified based on (1) architecture, (2) con-
nectivity, (3) visual topography, or (4) functional character-
istics. This definition is fraught with controversy because
these empirical criteria may conflict, and reasonable

Figure 3. Traveling-Wave Method
Traveling-wave stimuli comprise a set of con-
trast patterns at different eccentricities or an-
gles. We show an example of one stimulus
frame from the expanding ring (A) and rotating
wedge (B) stimulus sequence. The arrows indi-
cate the direction in which the contrast pattern
sections are moving in sequential stimulus
frames, but the arrows are not present in the
stimulus. These stimuli elicit a BOLD signal
modulation on the order of 1%–3%. (C). This
modulation is typically 15–20 standard devia-
tions above the background noise. The time
(phase) of the peakmodulation varies smoothly
across the cortical surface (space). Six stimu-
lus repetitions are shown. In this case, space
measures distance along the calcarine sulcus
in the right hemisphere (indicated by the
dashed lines in panels E and F). The time delay
(phase) defines the most effective stimulus ec-
centricity (ring) and angle (wedge) in the stimu-
lus sequence. The inflated cortical surface (D)

is labeled as follows: corpus callosum, CC; the parietal-occipital sulcus, POS; calcarine sulcus, CaS. An expanded view of this surface near calcarine
is overlaid with a color map showing the response phase at each location for an eccentricity (E) and angle experiment (F) (see the colored legends).
The stimuli covered the central 16 degrees radius. Calcarine sulcus contains the V1 hemifield map of the contralateral visual field. For clarity, only
locations near the calcarine sulcus are colored, and only locations with a powerful response are shown.
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people can differ on the definition of a visual area (for ex-
tended discussions see Rosa and Tweedale, 2005; Wan-
dell et al., 2005). There are also practical limitations to
using these criteria in human cortex. For example,
architecture and connectivity are not easily accessible
in vivo, and we have limited information about these prop-
erties inhuman.Further, identifyingareasbasedupon func-
tional characteristics is important, but we are not close to
a satisfactory resolution of this question. Indeed, such
a resolution may never occur because of the diversity of
neural populations in most areas and the fact that basic re-
sponse properties can be altered by feedback from other
cortical regions; thus, small differences in experimental
design and interpretation of the measurements may also
lead to differences in area definition. Hence, we empha-
size measurements of visual field maps because the
idea of the visual field map is relatively straightforward,
and it can be made in the living human brain. These
maps can then be a basis for the study of architecture,
connectivity, and functional characteristics.

Visual field maps are identified by a number of criteria
that build on the established layout of early visual field
maps V1/2/3 and V3A. These criteria are satisfied by the
visual field maps presented in Figure 2. First, by definition,
each visual field map contains no more than a single rep-
resentation for each point in the visual field; that is, two
parts of cortex that respond preferentially to the same vi-
sual field location must be in distinct visual field maps
(Press et al., 2001).

To be considered as a visual field map, a region of cor-
tex should represent a substantial portion of the visual
field, though perhaps not all (Zeki, 2003). The qualification
about visual field coverage arises in part for biological and
in part for methodological reasons. Biologically, cortical
maps do not represent each visual field region with equal
surface area. For example, the V1 visual field map dedi-
cates a larger portion toward the fovea (Figure 1), and
other visual field maps appear to be skewed in other
ways (e.g., Brewer et al., 2005; Ejima et al., 2003; Pitzalis
et al., 2006).When amap devotes very little area to a visual
field region, functional neuroimaging may not be able to
detect the representation. Current functional imaging
methods also limit the ability to assess the completeness
of the representation. In the eccentricity dimension, foveal
regions are poorly distinguished with current methods,
and stimulus presentation considerations impose further
limits. In the angular dimension, various resolution issues,
such as smoothing, optical defocus, and partial-volume
effects all limit the precision of estimating the representa-
tion at visual field map borders, and interactions between
receptive field size and stimuli distort visual field maps
(Dumoulin andWandell, 2007). Hence, we accept a region
as a map if it represents a substantial part of the visual
field.

Second, we accept a region as a map if it represents
a substantial part of the visual field in an orderly fashion;
that is, the visual field map should generally be contiguous
in both the eccentricity and angle dimensions - though

a small number of discontinuities are expected. The
most obvious discontinuity is the division of the hemifield
representation between the two hemispheres. Also, V2
and V3 are further subdivided at the horizontal midline
within a hemisphere, so that these visual field maps are
separated into four distinct quarterfield representations
that are grouped into a single map. Discontinuities are
commonly used to define visual field map borders; the
absence of a discontinuity is evidence for an integrated
map. All of the maps in shown in Figure 2 have a disconti-
nuity in the visual field representation with bordering
maps.
Third, the basic features of a visual field map should be

consistent across individual subjects, but even well-
accepted maps can vary in size (e.g., Dougherty et al.,
2003) and precise anatomical location (e.g., Dumoulin
et al., 2000). Despite these variations, the relative locations
and orientations of the visual field maps should form a
consistent topological pattern, with adjacency preserved.
Consistency of measurements across independent labo-
ratories further strengthens the evidence for a given visual
field map. Most of the visual field maps presented in Fig-
ure 2 have been confirmed by several independent labora-
tories, though some have not (i.e., VO-2 and IPS-4).
There are many difficulties in choosing appropriate

stimuli or performing the precise measurements needed
to identify specific maps. For example, the maps on the
ventral surface are clarified by sampling finely in the cen-
tral visual field, while many dorsal maps and V6 are best
revealed using parafoveal or even very large stimuli. Stim-
ulus selection as well as analysis methods can influence
the ability to see individual maps. Therefore, multiple re-
ports of the same pattern from different labs should not
be outweighed by the occasional inability to identify these
maps (see Discussion in Wandell et al., 2005).
In some cases, visual field map borders can be

securely identified manually. In addition, automatic
methods have been developed to provide more objectiv-
ity and to support quantitative analyses. One automated
method computes visual field map signs (Dumoulin
et al., 2003; Sereno et al., 1995; Warnking et al., 2002).
An advantage of this method is that it identifies neighbor-
ing visual field maps without prior assumptions about the
visual field map layout. A disadvantage is that only visual
fieldmapswith opposite field signs are distinguished, and
this is not always the case. For example, V3A and LO-1
have the same field sign, and the visual field sign method
collapses both regions into one large undifferentiated re-
gion lateral to V3d. A second automatic method fits
a model of the visual field map layout to the data (Dough-
erty et al., 2003). The advantage of this method is that it
takes into account the full representation of the visual
field maps. Furthermore, the fit allows interpolation of
specific points in the visual field map which in turn facili-
tates measurements of visual field map properties, such
as surface area and cortical magnification. The disadvan-
tage is that the method needs an a priori model of the
visual field layout.
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Human Visual Field Maps
Posterior-Medial Maps: V1, V2, and V3
The traveling-wave fMRI measurements clearly reveal
three human hemifield maps near the calcarine sulcus in
the occipital lobe (DeYoe et al., 1996; Engel et al., 1997;
Sereno et al., 1995; Figure 4). Primary visual cortex (V1),
which receives direct input from the retinogeniculate path-
way, occupies calcarine cortex and represents a hemifield
of visual space. Two additional maps (V2, V3) occupy
a strip of cortex, roughly 1–3 cm wide, which encircles
V1. V2 and V3 both contain discontinuous hemifield
maps, which are divided along the horizontal meridian.
This discontinuity creates two quarterfield maps in V2
and V3, each of which has one long edge representing
the horizontal meridian and a second representing the ver-
tical meridian.
The eccentricity representations for these three areas

run in register. The eccentricity map begins at the large
foveal representation on the ventral-lateral surface near
the occipital pole, and increasingly peripheral stimuli are
represented at increasingly anterior positions along the
medial surface. In addition to the parallel eccentricity
maps, the vertical meridian representations of V1/V2 are
adjacent to one another, as are the horizontal meridian
representations of V2/V3.
Apart from the overall scale (macaque V1 is about half

the size of human V1) the angular and eccentricity maps
in these three maps are quite similar in the two species.
Common features include the large confluent foveal repre-
sentation, the concentric, unified organization of the ec-
centricity maps across the three areas, and the separation
of the V2 and V3 maps into quarterfield representations
surrounding V1. In both species there is more cortical sur-
face area allocated to the central than peripheral visual
field representation. Complete quantitative formulae de-
fining the relationship between visual field and cortical
surface have been developed and analyzed (Balasubra-

manian et al., 2002; Schira et al., 2007; Schwartz, 1977).
The relationship between cortical position and eccentric-
ity is approximated by a simple exponential function
(Dougherty et al., 2003; Engel et al., 1997; Qiu et al., 2006).

There are differing views regarding V3. For example, in
macaque, Van Essen and colleagues observed anatomi-
cal differences between the dorsal and ventral quarterfield
representations surrounding V2. They proposed dividing
V3 into two distinct areas, naming the dorsal map V3
and the ventral map VP (Burkhalter et al., 1986), and these
terms are used sometimes to identify the dorsal and ven-
tral strips of human V3 (e.g., Pitzalis et al., 2006). Recent
anatomical measurements in macaque suggest that the
connectivity is similar between macaque V3 and VP, sup-
porting the idea that these two quarterfield maps are part
of a single functional entity (Lyon and Kaas, 2002; Wandell
et al., 2005; Zeki, 2003). Human fMRI measurements do
not offer any definitive support for the hypothesis that
the dorsal and ventral maps are fundamentally different;
hence, the human maps are most commonly called V3-
dorsal and V3-ventral (V3d and V3v).
Dorsal Maps: V3A, V3B, V6, and IPS-X
Several research groups confirm the existence of a collec-
tion of visual field maps in dorsal cortex, extending from
the anterior portion of V3 into the intraparietal sulcus
(IPS) (Figure 5). The map directly adjacent to V3 has
many similarities to macaque V3A and is given the same
name. A map sharing a confluent fovea with V3A, and
now called V3B, was also observed by many groups.
More recently, several smaller (400–700 mm2) maps
have been identified from the posterior portion of the IPS

Figure 4. V1, V2, and V3 Visual Field Maps
Visual field maps are measured in the right hemisphere of a single sub-
ject using expanding ring and rotating wedge stimuli. The color overlay
indicates the eccentricity (left) or angle (right) that produces the most
powerful response at each cortical location. The stimuli covered the
central 20 degrees radius. For clarity, only responses near the medial
occipital cortex are shown. The stimulus-driven responses shown in
this paper are substantially above statistical threshold (p < 0.001, un-
corrected). Other details as in Figure 3.

Figure 5. Visual Field Maps on the Dorsal and Lateral Surface
of the Human Brain
Adapted from Figure 1 in Swisher et al. (2007) Angular mapping with
a rotating wedge stimulus produces modulation of the BOLD signal
in a substantial portion of posterior cerebral cortex. The images
show the right hemisphere of a single subject. (A) The reconstructed
pial surface is shown from posterior lateral (top left), posterior medial
(bottom left), and posterior dorsal (right) views. In these views, the cor-
tex is folded as in the normal anatomical state. (B) The value of inflation
for visualization is illustrated; notice that the data within the sulci that
are occluded in the previous images become visible, and it is much
easier to appreciate the reversals in the angular representation that
are an important indicator of the boundary between visual field maps
(solid and dashed lines). The stimuli covered the central 12 degrees
radius.
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to several centimeters anterior (Press et al., 2001; Schlup-
peck et al., 2005; Sereno et al., 2001; Silver et al., 2005;
Tootell et al., 1998). The organization of the human visual
field maps beyond V3 and V3A may diverge from the ma-
caquemaps, and thus we follow a neutral labeling scheme
from the human literature, in which the maps in the IPS are
numbered according to their position (Swisher et al., 2007;
Wandell et al., 2005).

V3A and V3B. Adjacent to the dorsal quarterfield of V3
(V3d), human cortex contains a hemifield map. The human
map borders the anterior portion of V3d and was de-
scribed in the early human fMRI cortical mapping papers
as an angular representation beyond V3 near the trans-
verse occipital sulcus (TOS) (DeYoe et al., 1996; Tootell
et al., 1997). This region was called human V3A, because
its location is similar to macaque V3A. The angular repre-
sentation begins at the lower vertical meridian at the bor-
der with V3d, spans the horizontal meridian, and then con-
tinues into the upper visual field to end at the upper vertical
meridian. Notably, V3A only borders V3d in the anterior re-
gion that represents the more peripheral visual field.

Dorsal and lateral to V3A, there is another hemifield
map, V3B. The V3A and V3Bmaps share a discrete fovea.
This foveal representation is separate and anterior to the
confluent fovea of V1/2/3 in the posterior IPS (Figure 5).
The eccentricity map near this foveal representation ex-
pands concentrically. Thus, the map represents increas-
ingly peripheral locations in the visual field in both lateral
and medial directions. Similar to the V1/V2/V3 maps, the
angular representations of V3A and V3B partition the con-
fluent eccentricity representation into two discrete maps.
The corresponding angular maps of V3A and V3B span
both the lateral and medial eccentricity representations:
the relatively medial map is V3A, while the relatively lateral
map is V3B.

The V3B map has been confirmed by several indepen-
dent laboratories. Unfortunately, some of the early
descriptions in the literature—including from this labora-
tory—were confusing or inaccurate. These errors have
nowbeen corrected in recent papers (Larsson andHeeger,
2006; Swisher et al., 2007), and we repeat the correction
here. Smith et al. first described a lower quarterfield map
they called V3B (Smith et al., 1998). This mapwas adjacent
to the central representation of dorsal V3. This organization
can be seen in Figure 3 in Press et al. (2001), but those au-
thors incorrectly labeled a different map, sharing a foveal
representation with V3A, as V3B. In fact, the map they
called V3B was a new hemifield map and not the original
map proposed by Smith and colleagues. The confusion
likely arose fromdifferences in the clarity of the eccentricity
measurements near V3A between different labs; Press
et al. found a clear, discrete foveal representation for
V3A that had been harder to resolve in the earlier measure-
ments of Smith and others. Over time, the V3B label has
stuck with the map adjacent to V3A.

Several years later, Larsson and Heeger (2006) mea-
sured additional visual field representations on the lateral
occipital surface spanning the region of the original map

identified by Smith et al. Larsson and Heeger proposed
that we retain the V3B name for themap that shares a con-
fluent fovea with V3A and that we introduce new labels for
the two more lateral hemifield maps; the one originally de-
scribed in part by Smith is called LO-1 (lateral occipital
!1), and the new map inferior and adjacent to LO-1 is
called LO-2. Swisher et al. (Swisher et al., 2007) followed
this notation. We use that terminology here.
V6. Two groups have recently reported a human visual

field map located in the parieto-occipital sulcus adjacent
to V2, V3, and V3A (Pitzalis et al., 2006; Stenbacka and
Vanni, 2007). The representation of the upper visual field
is located anterior and medial to V2 and V3, and the lower
field representation is medial and slightly anterior to V3
and V3A. V6 contains a distinct foveal representation as
well as a large representation of the visual periphery. Its
position relative to the surrounding posterior and dorsal
maps and the fact that the human map appears to repre-
sent mainly peripheral stimuli suggest that it is homolo-
gous to macaque V6 (Galletti et al., 1996, 1999).
IPS-0 (V7). Tootell et al. (1998) described a map located

immediately anterior to V3A that they named V7. This map
begins with a representation of the upper vertical meridian
at the border of V3A, spans at least a hemifield of visual
space (Press et al., 2001), and contains a second dorsal
foveal representation distinct from that of V3A/V3B. This
region may be in the same location as macaque area DP,
but there is no evidence yet for a homology between these
regions.Measurements of spatial attention by Tootell et al.
(1998) showed an increase inMR signal within V7when at-
tention was directed to the same retinotopic location as
a visual stimulus. V7 lieswithin the IPS and shares a conflu-
ent fovea with another hemifield map along the IPS, IPS-1,
suggesting that the two maps form a cluster. Therefore,
Swisher et al. (2007) proposed renaming V7 as IPS-0. We
follow the IPS-0 nomenclature because it better describes
the anatomical position of this visual field map.
IPS-1/2/3/4. Several maps along the intra-parietal sul-

cus (IPS), anterior to IPS-0, have now been described. Se-
reno et al. (2001) identified a map many centimeters ante-
rior to IPS-0, using an eye-movement memory task. They
write that it is ‘‘unlikely that our large parietal activations
were due to passive sensory responses,’’ and they spec-
ulate that this map is a homolog of macaque lateral intra-
parietal area (LIP). Using a variety of techniques, including
eye movements and attentional modulations, Silver et al.
(2005) and Schluppeck et al. (2005) identified two visual
field maps anterior to IPS-0. The first of these, IPS-1,
shares a confluent fovea with IPS-0 and appears to form
a cluster (Swisher et al., 2007). The second, IPS-2, can
be identified from a reversal in the angle map and is further
anterior. They show that IPS-1 and IPS-2 can be identified
both using saccades andwith attention shifts. Schluppeck
et al. (2005) point out that these maps are posterior to the
map reported by Sereno et al. (2001) using the delayed-
saccade task.
Two groups confirm the location and properties of the

IPS-1/2 maps (Hagler et al., 2007; Swisher et al., 2007).
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In addition, Swisher et al. (2007) showed that these maps
could be identified using sensory stimulationwithout a sac-
cadic or attentional manipulation. Moreover, they describe
two visual field maps anterior to IPS-2, which they labeled
IPS-3 and IPS-4. It seems likely that IPS-3 corresponds
to the map called the putative homolog of monkey LIP by
Sereno et al. (Hagler et al., 2007; Sereno et al., 2001).
Lateral Maps: LO-1, LO-2, and hMT
LO-1, LO-2. Responses to traveling-wave stimuli in lateral
occipital (LO) cortex, a region extending laterally and ante-
riorly from dorsal V3, differ substantially from responses in
primary visual cortex. We attribute this to a difference in
receptive field size (about 53) between neurons in V1
and LO cortex (Dumoulin and Wandell, 2007). Conven-
tional traveling-wave methods are not well-suited to un-
covering visual field maps under these conditions, and
several early measurements using the traveling-wave
method reported no compelling retinotopy (Grill-Spector
et al., 1998; Malach et al., 1995; Tootell and Hadjikhani,
2001).
The naming conventions associated with LO cortex

have undergone several transformations. Investigators
measuring object and face recognition first observed
modulations that spanned lateral occipital and ventral oc-
cipital-temporal cortex. They named the entire function-
ally defined zone as the lateral occipital complex (LOC),
with additional functional subdivisions (Grill-Spector
et al., 1999; Grill-Spector and Malach, 2004; Malach
et al., 1995). In search for a map tomatch a proposed ven-
tral V4 quarterfield map, Tootell and Hadjikhani (2001) call
this region ‘‘anterior to V3A, posterior to MT+, and supe-
rior to ventral V4’’ the V4d-topo (for ‘‘dorsal V4 topologue’’)
to represent the likely anatomical region where they ex-
pected to find a human V4 map homologous to macaque
dorsal V4. Across this region, they measured crude retino-
topic eccentricity responses and proposed dividing LO
into two regions representing the central (LOc) and periph-
eral (LOp) visual field. Subsequently, Tyler et al. (2005)
measured a lower field representation in the region be-
tween V3A, V3d, and hMT+ which they called dorsolateral
occipital (DLO).
Recent compelling reports now identify two clear hemi-

field maps adjacent to the central representation of V3 on
the lateral occipital surface (Figure 6; see also Figure 5)
(Larsson and Heeger, 2006; Swisher et al., 2007). These
maps represent the contralateral visual hemifield, and
they have a foveal representation that is confluent with
that of V1, V2, V3, and hV4. The angle representation in
LO-1 is the mirror of V3, and that in LO-2 is the mirror of
LO-1. In both cases, the representation at the boundary
is at the upper (V3/LO-1) or lower (LO-1/LO-2) vertical me-
ridian. The visual field eccentricity representations in LO-1
and LO-2 are parallel. Currently, it is not clear whether
there is a gap between the relatively anterior map (LO-2)
and hMT+.
The notation LO-X seems appropriate for visual field

maps in lateral occipital cortex, as it is consistent with
the nomenclature for the ventral (VO-X) and dorsal (IPS-

X) maps, and homology to macaque areas is unclear
(Larsson and Heeger, 2006; Swisher et al., 2007; Wandell
et al., 2005). Based on retinotopic responses seen in our
data and that from other laboratories, we suspect that
over time the entire LOC and other regions on the ventral
and lateral surface will be subdivided into visual field
maps. Should this occur, the LO Complex may be further
subdivided into visual field maps. We propose that these
be identified as either LO-X or VO-X, according to their
anatomical location.

hMT+. The human homolog of macaque MT (also re-
ferred to as V5) is found within a highly motion-sensitive
region on the border between lateral occipital and tempo-
ral cortex (Dumoulin et al., 2000; Tootell et al., 1995; Wat-
son et al., 1993). The functional definition of this region
probably includes several visual field maps in addition to
hMT (e.g., MST). To acknowledge the imprecision in the
identification, the region defined by motion responsivity
is referred to as hMT+ (DeYoe et al., 1996).

The initial definition of MT was based on a visual field
map (Allman and Kaas, 1971). Hence, there is a strong
presumption that one should be able to identify a specific
human MT map. Several attempts have been made to
subdivide the region hMT+ using visual field maps and
other functional measurements. There is a particular focus
on separating hMT from an adjacent area identified in
monkey, MST (Beauchamp et al., 2007; Dukelow et al.,
2001; Goossens et al., 2006; Huk et al., 2002; Smith
et al., 2006). Huk et al. (2002) reported the existence of a vi-
sual field map within the region hMT+, and they proposed
that this visual field map is hMT. The small size of the MT
visual field map and the variability of map position across
individuals have made this region difficult to study. While
the presence of at least one visual field map is certain,
multiple small maps are likely to exist in this region. The lit-
erature contains several images that show suggestive
maps in the hMT+ region, and we suspect that with

Figure 6. Visual Field Maps Illustrated on a Computationally
Flattened Cortical Representation
Adapted from Figure 1 in Larsson and Heeger (2006). A flattened rep-
resentation of cortex illustrates the spatial relationship between maps
near the occipital pole in the left hemisphere. The maps show the
angular (left) and eccentricity (right) maps averaged across 15 hemi-
spheres. In the left column, color indicates polar angle (inset legend).
In the right column, color indicates eccentricity between 0" and 6"

(inset legend).
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improvements in technology thesemapswill be clarified in
the next several years.
Ventral Maps: hV4, VO-1, VO-2
The organization of ventral cortex has been of particular
interest because its circuits are essential for seeing ob-
jects and color (Zeki, 1993). At first, it was thought the re-
gion anterior to ventral V3 was not retinotopically orga-
nized (Halgren et al., 1999). But over the years, several
investigators found retinotopic responses on the ventral
surface (Brewer et al., 2005; Hadjikhani et al., 1998; Kast-
ner et al., 2001; McKeefry and Zeki, 1997; Wade et al.,
2002; Wandell et al., 2005).

Several features of the ventral data anterior to V3v, par-
ticularly a displaced foveal representation and an angular
map exceeding a quarterfield, have been described con-
sistently (Brewer et al., 2005; Hadjikhani et al., 1998; Tyler
et al., 2005; Wade et al., 2002). Other aspects of the data
are inconsistent across labs, and several models of the
ventral maps have been proposed. These include the orig-
inal V4v/V8 model (Hadjikhani et al., 1998), a grouping de-
veloped by Tyler et al. (2005), the hV4/VO model de-
scribed here (Brewer et al., 2005), and a truncated
ventral V4 suggested by Hansen et al. (2007). The travel-
ing-wave method—with its limited ability to measure large
receptive fields that span the fovea—will require improve-
ments and modifications to clarify these ventral maps.

hV4. Directly abutting the ventral portion of V3 is a hemi-
fieldmap, which shares a common eccentricity orientation
with the confluent foveal representation of V1/V2/V3 (Fig-
ure 7; see also Figure 6) (Brewer et al., 2005). The name
hV4 was chosen because part of the map had been
named V4(v) by other investigators; the ‘‘h’’ for ‘‘human’’
was added to clarify that the difference between the hV4
map and macaque V4 appears substantial (Brewer et al.,
2002, 2005), and the homology between hV4 and ma-
caque V4 remains unproven.

The hV4 eccentricity representation parallels that of V1/
V2/V3, but hV4 appears shorter than V3 (Tyler et al., 2005),
and its cortical magnification differs quantitatively (Ejima
et al., 2003). The angular map in hV4 runs from the upper
vertical meridian at the border of V3v across the lateral
bank of the collateral sulcus to the lower vertical meridian
on the posterior fusiform gyrus. Several independent lab-
oratories have reportedmeasurements adjacent to ventral

V3 consistent with an hV4 map that represents more than
a quarterfield of visual space (Brewer et al., 2005; Gardner
et al., 2005; Hansen et al., 2007; Larsson and Heeger,
2006; Merabet et al., 2007; Montaser-Kouhsari et al.,
2007; Swisher et al., 2007; Tyler et al., 2005; Wade et al.,
2002), in contrast to the initial V4v/V8 model which de-
pends upon a quarterfield V4v map.
Hansen et al. (2007) describe a model to reconcile the

hemifield hV4 map with macaque V4. They note that ma-
caque V4 surrounds V3, and the dorsal and ventral repre-
sentations divide slightly below the horizontal meridian
(Gattass et al., 1988). They suggest that the ventral region
near hV4 represents a larger range of angular values than
ventral V4 in macaque, but still falls short of a complete
hemifield. They propose a portion of the LO-1 map should
be grouped with hV4, completing the representation. Ac-
cording to this scheme, the dorsal V4 strip directly abuts
LO-1 with no field reversal. This proposal faces two chal-
lenges. First, three independent labs show continuous
LO-1 angular maps directly adjacent to V3d with no inter-
vening discontinuity (Larsson and Heeger, 2006; Figure 3
in Press et al., 2001; Swisher et al., 2007). A boundary
without a discontinuity is a departure from any other
map boundary definition. Second, angular responses
near the vertical midline are often difficult to measure be-
cause of technical limitations, and these limitations be-
come particularly severe as receptive field size increases,
as in hV4. Demonstrating that the angular signals are ab-
sent in the brain, and not just missed by the methods,
will require further analyses.
VO-1, VO-2. In ventral occipital cortex (VO), two hemi-

field maps, VO-1 and VO-2, have been described anterior
to hV4 (Brewer et al., 2005; Larsson et al., 2006; Liu and
Wandell, 2005). The VO-1 and VO-2 eccentricity maps be-
gin in a large distinct foveal representation. The VO-1
lower vertical meridian representation abuts the periph-
eral representation of hV4 and extends to the peripheral
representation of V3v (Larsson et al., 2006). VO-1 and
VO-2 share an upper vertical meridian representation.
Like the V3A/V3B maps, the eccentricity representation
forms a semicircular pattern. The eccentricity map be-
comes increasingly peripheral as it extends medially
across the collateral sulcus and approaches the periph-
eral representation of V3v.

Figure 7. Visual Field Maps on the
Ventral Occipital-Temporal Surface of
the Human Brain
The ventral occipital region of interest in the
right hemisphere of a single subject is shown
in the center inset (Fu, fusiform gyrus; Col, col-
lateral sulcus; CaS, calcarine sulcus). Angle
(left) and eccentricity (right) measurements
were made using a 3 degree radius stimulus.
Dashed lines indicate the estimated bound-
aries between several visual field maps, includ-
ing the ventral portions of V1, V2, and V3 as
well as hV4, VO-1, and VO-2. For clarity, only
responses within these visual field maps are
colored, and only locations with a powerful re-
sponse are shown. Other details as in Figure 3.

Neuron

Review

374 Neuron 56, October 25, 2007 ª2007 Elsevier Inc.



These ventral maps respond powerfully to central visual
stimuli throughout their extent, consistent with the high
cortical magnification described in human and macaque
ventral cortex (Baizer et al., 1991; Ejima et al., 2003). In-
creasing the stimulus radius from 3 to 16 degrees expands
the responding surface area of V1 considerably along the
calcarine sulcus, but the hV4, VO-1 and VO-2 maps ex-
pand very little or not at all. Like V1, the surface area of
these maps varies across subjects.
We observed traveling-wave responses in many sub-

jects anterior to the VO cluster (Brewer et al., 2005;
Wade et al., 2002). These regions have not yet been orga-
nized into definitive maps beyond identifying another fo-
veal representation (Wandell et al., 2006). We suspect
that this foveal representation indicates the presence of
another visual field map cluster, and we propose to term
this putative cluster ventral-temporal (VT), with corre-
sponding visual field maps termed VT-1 and so forth.

New Frontiers
Integration with Other Cortical Functions
Visual information must be combined with motor, mem-
ory, and other important cortical functions. There are sev-
eral recent reports showing that visual field maps may be
useful in analyzing cortical responses that integrate corti-
cal functions.
Two groups report topographically organized re-

sponses in frontal cortex (Hagler et al., 2007; Hagler and
Sereno, 2006; Kastner et al., 2007). Although these re-
gions are driven less by stimulus contrast than memory-
guided spatial representations, the principle of topogra-
phy extends beyond sensory maps to related cognitive
representations of space.
There are also reports that responses in visual cortex

are organized with respect to a visual frame within the
scene (d’Avossa et al., 2007; Goossens et al., 2006;
McKyton and Zohary, 2007). Such neural representations
of visual space are called spatiotopic maps. The transfor-
mation of retinotopic to spatiotopic maps may be an es-
sential component of integrating visual andmotor informa-
tion. These are important claims, and many laboratories
are sure to follow-up these reports. The maps described
in this review are thought to be retinotopic, not spatio-
topic. It may be, however, that responses in retinotopic
maps can be influenced by eye position (DeSouza et al.,
2002; McKyton and Zohary, 2007).
Integration with Other Measurement Methods
The visual area concept has been powerful because it
forces the scientist to confront several types of informa-
tion (Van Essen, 2003). In this review, we focus on the vi-
sual field maps because information from the human brain
about maps has accrued more rapidly and completely
than other types of information used in the definition of a vi-
sual area. New architectonic information in human is now
appearing, and this information will be coordinated with
fMRI measurements of human visual field maps (Bridge
and Clare, 2006; Eickhoff et al., 2005; Rottschy et al.,
2007). Preliminary analysis reveals a good correspon-

dence between functionally and anatomically derived es-
timates of early visual field maps (Bridge et al., 2005;
Wohlschlager et al., 2005) and hMT+ (Annese et al.,
2005; Tootell and Taylor, 1995; Wilms et al., 2005). Addi-
tional information about cortical connections is also be-
coming available through the development of diffusion-
weighted imaging (Conturo et al., 1999; Dougherty et al.,
2005; Wakana et al., 2004).
Information Integration
There is significant variability in the size and anatomical
position of visual field maps between subjects, and there
have been several efforts to quantify the variation in size
of primary visual cortex. All groups agree that the surface
area of V1 commonly varies by a factor as large as 2.5 even
among individuals with normal visual function (Amunts
et al., 2000; Dougherty et al., 2003; Stensaas et al.,
1974), and these variations appear to correlate with other
anatomical structures (Andrews et al., 1997). Despite
some local variation, there is much regularity in the posi-
tion and properties of these maps. Van Essen and his col-
leaguesworked to create an atlas that summarizes the key
map features (Van Essen, 2005). This ongoing project con-
tains valuable information for scientists seeking to under-
stand the visual pathways and for clinicians looking for
general guidance about organization and function.
Monkey and Human Visual Field Maps
The comparison with nonhuman primates is an important
source of insight for human cortical organization. Current
efforts to map human cortex have diverged; some efforts
are guided by nonhuman primate data (e.g., Pitzalis et al.,
2006); others have loosened these ties and focus more on
the human data at hand (e.g., Brewer et al., 2005; Larsson
and Heeger, 2006; Swisher et al., 2007). The visual field
mapping discipline profits from both approaches, and it
is possible to use fMRI to measure maps in both species
(Brewer et al., 2002; Fize et al., 2003). There are limitations
to the methods, however, because of the difficulty in con-
trolling eye position and attention in monkey. Using anes-
thesia and fixed eye position reduces the signal in extras-
triate cortex (Brewer et al., 2002); using awake-fixating
animals requires training and careful eye-movement
tracking (Fize et al., 2003).

The number of neurons in human visual cortex exceeds
that of monkey visual cortex. This difference cannot be at-
tributed to the sampling resolution of the visual world but
likely reflects the increased visual processing required by
cognitive demands that are absent in monkeys, e.g., lan-
guage and reading (Wandell et al., 2007). These differ-
ences in visual cortex size and function would suggest
that at least some features in human visual cortex are
not present in monkey. As increasing amounts of human
visual cortex are explored, the nonhuman primate data of-
fers a less secure model, and homologies between maps
are uncertain (Rosa and Tweedale, 2005).

One important and interesting challenge comes from
comparing the V3 and V3A maps in human and macaque.
The map topographies are similar in the two species, but
the stimulus sensitivities differ: V3A is not responsive to
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motion inmacaque, but it is strongly responsive in humans
(Tootell et al., 1997; Vanduffel et al., 2001). Hence, these
areas appear to have homologous maps, but nonhomolo-
gous functional properties.

The early studies of human visual fieldmaps use nomen-
clature established in nonhuman primate studies, i.e., Vx
(DeYoe et al., 1996; Dumoulin et al., 2000; Engel et al.,
1997; Huk et al., 2002; Schneider et al., 1993; Sereno
et al., 1995; Tootell et al., 1995; Watson et al., 1993; Zeki
et al., 1991). As our confidence in homology declines, we
can err by failing to label two homologous areas the
same or by inappropriately labeling two nonhomologous
areas the same. As Rosa and Tweedale (2005) observe,
giving the same label to nonhomologous areas is more
problematic.

We proposed a conservative visual fieldmap nomencla-
ture in human that is derived from the map’s human ana-
tomical location and a number, i.e., VO-1/2, LO-1/2, and
IPS-0/1/2/3/4 (Wandell et al., 2005). This nomenclature
separates efforts to describe visual field map layouts
from efforts to establish homologies. Other naming
schemes are based on anatomy alone (e.g., dorsalat-
eral-occipital, DLO [Tyler et al., 2005]) and/or proposed
function (e.g., kinetic occipital, KO [Orban et al., 1995];
or ventral occipital foveal, VOF [Tyler et al., 2005]). We pre-
fer the anatomy-number scheme to nomenclature based
on anatomy alone because both the terminology of gross
anatomical structures and the anatomical-functional rela-
tionships lack the precision to define several small maps in
the same region. We support Smith et al. (1998), who op-
pose naming based upon assumed functional properties
because much more extensive studies are required to ap-
preciate fully all the functions of a given visual field map.
The Organization of Visual Field Maps
Several authors have tried to develop hypotheses describ-
ing the overall functional and structural organization of vi-
sual field maps. These ideas are not very precise, nor are
they mutually exclusive. We think that efforts to under-
stand the organization of visual cortex and these maps
are important, and so we review several suggestions here.

Two hypotheses about the organization of visual field
maps have been particularly influential (Figure 8A). Unger-
leider and Mishkin (1982) noted that projections from V1
are carried via two major white matter pathways toward
ventral and dorsal extrastriate cortex. They further mar-
shaled evidence showing that ventral occipitotemporal le-
sions produce visual discrimination deficits, while dorsal
occipitoparietal lesions produce spatial deficits, as in
a landmark task, without degrading object discrimination.
Ungerleider andMishkin (1982) hypothesized that the ven-
tral pathway is specialized for ‘‘identifying what an object
is’’ and the dorsal pathway is specialized for ‘‘locating
where an object is’’ (Figure 8A). The ventral and dorsal
pathways are dominated by central and peripheral sig-
nals, respectively (Baizer et al., 1991). Milner and Goodale
(Goodale and Milner, 1992; Milner and Goodale, 2006)
supported the concept of two major functional subdivi-
sions of visual cortex, but they reinterpreted the data

and suggested that the streams have different functional
objectives. A rough summary of their view is that the ven-
tral stream represents vision for perception, while the dor-
sal stream represents vision in service of action.
The principle that the visual pathways comprise two (or

more) functional systems is an important part of visual
neuroscience theory. The Duplex theory of rod and cone
vision is perhaps the best known example; the multiple
pathway hypothesis based on a collection of retinal out-
puts with distinct central targets is yet another important
example (Schneider, 1969; Trevarthen, 1968; Wandell,
1995). The idea that cortical maps represent individual
functional specializations (Zeki, 1990) or that groups of
maps are organized to perform specialized functions is
a natural extension of this basic neuroscience principle.
A second important organization was developed by Van

Essen and colleagues (Figure 8B). They introduced an an-
atomical method for developing a hierarchical graph that
captures the relationship between visual areas (Felleman
and Van Essen, 1991; Van Essen and Maunsell, 1983).
The relationships between visual areas in macaque were
summarized in a table that classified the connections be-
tween areas as ascending, lateral, and descending. The
classification was based on the laminar distribution of
the connections between areas. They showed how the
classification of the connections could be organized into
a hierarchical graph beginning in ‘‘lower tier’’ areas, in-
cluding the LGN and V1, and continuing to ‘‘higher tier,’’
such as TEO (Figure 8B). The same data set was analyzed
by Young (1992), who used multidimensional scaling to
create a nonhierarchical visualization of these data.
Van Essen and colleagues built the hierarchical model

as a working summary that could be changed as addi-
tional information was accumulated; they were aware
that their very large data set contained some substantial
uncertainties. There are a number of new developments,
such as much new knowledge about the significance of
the laminar distribution of projections (Barbas and Re-
mpel-Clower, 1997; Pandya et al., 1988) and the identifi-
cation of pathways from the LGN to V5 (Bourne and
Rosa, 2003; Sincich et al., 2004) that might be incorpo-
rated. Also, the question of how subcortical areas fit within
the hierarchy, including the whole of the thalamus, is im-
portant and under active exploration (Sherman and Guil-
lery, 2001).
Finally, we note two recent proposals about the organi-

zation of human visual field maps. Malach and colleagues
(Hasson et al., 2002, 2003; Levy et al., 2001) describe ‘‘a
new organizing principle in which object representations
are arranged according to a central versus peripheral vi-
sual field bias’’ (Levy et al., 2001). They suggest that the
precise lower-tier visual field maps (V1, V2, and V3) are re-
placed in more anterior visual cortex by much cruder, or
absent, maps that are organized around representations
of perceptual entities, including faces, places, and ob-
jects. They suggest that major features, such as the angle
representation, are absent; themaps retain only an eccen-
tricity bias that is influenced by the retinal image size of the
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object represented by the area. This ‘‘eccentricity-bias’’
model is further reviewed in (Figure 12 in Grill-Spector
and Malach, 2004).
Improvements in measurements have revealed more vi-

sual field maps in lateral occipital cortex than Malach and
colleagues anticipated when framing their hypothesis. In
view of these developments, Wandell et al. (2005) sug-
gested an alternative organization (Figure 9). Specifically,
they propose that maps are organized into several clus-
ters. A cluster is a group of maps with parallel eccentricity
representations; different clusters have distinct eccentric-
ity maps. Within a cluster, the maps can be identified by
reversals in the visual field map angle representation.
The maps near V1 are the prototypical cluster, but several
other clusters—such as near V3A/V3B, IPS, hMT+, and
VO—have also been identified (Brewer et al., 2005; Lars-
son and Heeger, 2006; Schluppeck et al., 2005; Silver
et al., 2005; Swisher et al., 2007; Wandell et al., 2006).
Improving Visual Field Map Measurements
The traveling-wave methods successfully identified many
visual field maps, but the methods have significant limita-
tions. First, these stimuli are poorly designed to measure
neuronal populations whose receptive fields are centered
on the fovea (Dumoulin and Wandell, 2007; Figure 7 in
Press et al., 2001). A neuron whose receptive field is cen-
tered on the fixation point will not modulate its response to
a wedge. This limitation is crucial because the fovea is in
many cases themost important component of the percep-
tual representation. Consequently, visual field maps near
the central field representation are not easily measured;
these regions are commonly referred to as the foveal con-
fluence (e.g., Schira et al., 2007).
Second, traveling-wave estimates of the eccentricity

map using expanding rings are nonlinearly distorted,
again most prominently when cortical response regions
overlap with the fovea (Dumoulin and Wandell, 2007).
Third, the traveling wavemethod fails when neuronal re-

ceptive fields are large (Dumoulin andWandell, 2007). The
traveling-wave method—or even a method that contrasts
horizontal and vertical meridians—will treat these regions
as nonresponsive or weakly response cortex. To detect

the fact that cortex responds to all stimuli, it is necessary
to include a blank control.

In the last several years newmethods have emerged that
may improve the ability to measure the visual field maps in
visual cortex. These methods also promise to identify
additional information about the neurons within the map.
Alternative Stimulus Sequence
Several groups proposed using temporally orthogonal
stimulus sets to measure visual field maps (Buracas and
Boynton, 2002; Hansen et al., 2004; Vanni et al., 2005).
Rather than systematically sweeping out the eccentricity
or angle, thesemethods create a series of patches derived
from rings and wedges. These images are constructed in
such a way that each of the patches has its own, unique
temporal sequence. Such temporal stimulus sequences
are used commonly in multifocal EEG/MEG measure-
ments, and there are a variety of ways of constructing
the orthogonal sequences. One approach is to use the
M-sequence method developed by Sutter and Tran
(1992). The data are analyzed using a general linear model
(GLM) to derive how effectively each stimulus patch con-
tributes to the response at each cortical location. Within
V1, the simple linear model approach accurately identifies
the visual field position that most effectively stimulates
each cortical location; this produces a visual field map.

This method has several theoretical advantages. First, it
includes a blank stimulus, making it possible to assess
whether all the stimuli are equally effective. Second, the
method avoids the difficulties seen in ring and wedge
stimuli when neuronal receptive fields span the fovea, be-
cause the stimuli comprise spatially localized patches.
Third, the method allows a description of the population
receptive field (Yoshor et al., 2007). The method depends
significantly on the assumption that the BOLD response is
linear across space, which appears to be a good approx-
imation for signals in V1 (Hansen et al., 2004). Whether
spatial linearity is satisfied in other extrastriate regions re-
mains to be tested. At present, however, there are no re-
gions where M-sequences uncover maps that are missed
by conventional traveling-wave methods, and the theoret-
ical advantages remain to be demonstrated empirically.

Figure 8. Theories of Visual Field Map
Organization
(A) Signals in V1 and nearby maps are essential
for vision; damage to these maps causes a vi-
sual blindspot (scotoma). Ungerleider andMis-
hkin (1982) suggest that visual signals enter
two large white matter tracts (the superior
and inferior longitudinal fasciculus) that are
specialized for distinct visual functions. Dam-
age in the projection zones of these tracts
does not cause complete blindness but rather
specific and dissociable performance deficits.
Signals along the superior path appear to be
specialized for action or spatial orientation; sig-

nals along the inferior path appear to be specialized for object recognition (Milner and Goodale, 2006; Ungerleider and Mishkin, 1982). (Brain image
courtesy of Dr. Ugur Ture.)
(B) Signals between visual fieldmaps are carried along pathways whose axons terminate in distinct patterns. These termination patterns are classified
into ascending, descending, and lateral connectivity and establish a hierarchical representation (Felleman and Van Essen, 1991; Van Essen and
Maunsell, 1983). A simplified version of the hierarchy, showing the relationship between a subset of the maps in macaque, is shown here. This figure
is from Figure 11 in Barone et al. (2000).
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Model-Based Analysis of the Time Series
As the alternative name (phase-encoded retinotopic map-
ping) for the traveling-wave method implies, the method
does not interpret all the information in the time series.
Rather, the method uses the phase of the time-series
modulation to find the most effective visual field position.
From the earliest papers, however, investigators were
aware that the time series contains additional information.
For example, Tootell et al. (1997) noticed that V1 and V3A
responses to the same stimulus differed; they interpreted
these as reflecting differences in the receptive field size of
neurons in these maps. Other investigators used addi-

tional measures of the time series (duty cycle) to identify
differences between neural populations in different maps
or between portions of the maps representing the central
and peripheral visual field (Larsson et al., 2006; Li et al.,
2007; Smith et al., 2001).
Thirion et al. (2006) developed an analysis to use all the

time-series information to decode the visual stimulus in
the occipital lobe. The stimulus reconstruction was per-
formed using two different algorithms, one from an explicit
forward model based upon the traveling wave paradigm
and a second implicit reconstruction based on data clas-
sification techniques. Both algorithms predicted the stim-
ulus with significant accuracy. However, the implicit data
classification techniques performed better, which Thirion
et al. attributed to shortcomings of the time-series analy-
sis by the traveling wave method.
The trend toward using more time-series information is

continuing. Dumoulin and Wandell recently developed
methods for using the fMRI time series to model neuronal
populations (Figure 10) (Dumoulin and Wandell, 2007).
Specifically, they compute a model of the population re-
ceptive field (pRF) from responses to a wide range of stim-
uli and produce estimates of the visual field map as well as
other neuronal population properties, such as the popula-
tion receptive field size and the ispsilateral extent of the

Figure 9. Visual Field Map Clusters
(A) A schematic diagram of the organization of eccentricity representa-
tions in visual cortex is shown. The image shows the visual field map
grouped into clusters, as they would appear on flattened cortex. The
concentric colored circles designate the eccentricity representations
of maps within a cluster. Each cluster contains several visual field
maps that can be delineated based on the angle maps.
(B) Eccentricity measurements spanning 0"–11" are shown on a flat-
tened section of cortex from the left hemisphere of a single subject.
Dotted lines overlaid on the flattened data illustrate the clusters. Color
legend (inset) shows the eccentricity that most effectively drives each
cortical location. The bottom image is cropped to show only the data
within defined visual field maps. IPS-2/3/4 were not measured in this
data set.

Figure 10. Computational Models to Estimate the Neural
Responses Driving the BOLD Signal
Adapted from Figure 2 in Dumoulin and Wandell (2007). The neural
model describes certain neural properties, such as receptive field cen-
ter, size and scatter, along with a model of nuisance factors, such as
the hemodynamic response, eye movements, and so forth. Several
of these nuisance factors can be estimated, thereby sharpening our
estimates of the neuronal properties. The neural model is combined
with the stimulus to generate the prediction. The neuronal model pa-
rameters are adjusted for each cortical location to minimize the differ-
ence between the prediction and the data. As the solution converges,
the neural model parameters are output for analysis.
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population receptive fields (laterality). This method decou-
ples the visual field mapmeasurements from the rings and
wedges, thus eliminating some of the difficulties with the
conventional traveling-wave approach. They show that vi-
sual field maps obtained with the pRF method are more
accurate than those obtained using conventional visual
field mapping, and they delineate the visual field maps
to the center of the foveal representation. The pRFmethod
extracts additional information beyond the maps and gen-
eralizes both the traveling wave method and alternative
stimulus sequence techniques.

Conclusions
During the past 15 years, functional MRI has produced
a wealth of data about human visual field maps. We are
not at the end of the process: improvements in MR instru-
mentation, as well as new analytical methods, promise to
yield more insight into these functional structures. Further,
new advances in MR and computational methods, such
as diffusion-weighted imaging coupled with tractography,
MR-spectroscopy, and MR-relaxometry, will provide
more precise information about the molecular and cellular
organization of visual cortex. These advances are certain
to provide important tools for answering questions about
human visual functions, including development, plasticity,
and perceptual function.
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