
1. Introduction

Vision is the dominant sense in humans; about

25% of the human cerebral cortex with roughly

5 billion neurons process the visual

information1). Especially in early visual cortex,

these neurons process information from a small

part of the visual field known as their receptive

field.

Recent advances in functional magnetic

resonance imaging (fMRI) data-analysis

techniques have revealed these receptive field

properties2–6). These fMRI data-analysis

techniques are non-invasive and readily applied

in humans, both in healthy and clinical subject

groups. But these fMRI receptive field properties

are not the same as single neuron receptive field

properties. Given typical neural packing

densities7,8) and standard fMRI resolutions

(!2.5 mm isotropic), about a million neurons

contribute—though not necessarily to the same

extent—to each fMRI recording site. Therefore,

the region of visual space that stimulates the

recording site is referred to as the population

receptive field (pRF)5,9,10).

There are several methods to reconstruct the

pRF properties. Here, we focus on approaches

that fit an explicit neural model to the fMRI

data5,6). The advantages of neural model-based

approaches are that they (a) explicitly model

the underlying neural properties, (b) are flexible

in both the nature of the model and are

independent of the stimulus layout, and (c) can

be used to explain and generate predictions for

any stimulus condition6,11,12). We will focus on

the pRF properties.

2. pRF model-based analysis

The simplest model of the pRF is a circular

two-dimensional Gaussian. The Gaussian model

parameters are center position (x, y) and spread

(s). All parameters are defined in standard units
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of degrees of visual angle. Fig. 1 illustrates the

pRF model-based analysis. Using this model, we

can predict the fMRI response by a convolution

of the pRF model with the stimulus sequence

and the hemodynamic response function. The

optimal model parameters are estimated by

minimizing the sum-of-squared differences

between the predicted and measured fMRI time-

series. The model parameters are computed for

each cortical location from the corresponding

fMRI signals5).

Various descriptions of the data can be

derived from the pRF fit, including traditional

eccentricity and polar-angle maps to reconstruct

the visual field maps on the cortex. Importantly,

the Gaussian width parameter (s) is a novel

estimate that provides information about the

population receptive field size. From these

parameters we can also compute other

measures, such as the ipsi– and contralateral

visual field extent of the pRF (laterality). In

addition, we also derive the percent variance

explained that specifies how well the pRF model

fits the fMRI time-series. 

The pRF model-based analysis is independent

of the exact stimulus layout. But the insertion of

a proper baseline is crucial to estimate the exact

pRF sizes. Failure to incorporate mean-

luminance baseline periods within the stimulus

sequence will systematically underestimate the

pRF sizes5,13). Put simply, without a baseline, the

analysis cannot distinguish a small pRF

responding only to certain visual field locations

from a large pRF responding to all visual field

locations but with a preference to certain visual

field locations.

The pRF model-based analysis readily

incorporates more complex models of the pRF.

The added complexity may be neural or non-

neural in origin. For example, eye-movements

will affect the pRF estimates. Simulations

indicate that isotropic eye-movements affect

pRF size but not position14). In this fashion

estimates of non-neural components to the pRF

can sharpen the pRF estimates. The pRF model

can also be extended. For example, a difference-

of-Gaussian model can capture suppressive

surrounds of the pRF.

3. pRF properties

3.1 pRF position

The pRF position parameters (x,y) are easily

converted to the more traditional polar-angle

and eccentricity maps, i.e. from Cartesian to

polar coordinates. But the pRF method also
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Fig. 1. Schematic illustration of the model-based

data-analysis technique to estimate the population

receptive fields (pRFs) from fMRI data. Convolution of

the pRF model with the stimulus sequence and

hemodynamic response function predicts the fMRI

time-series; the optimal pRF model parameters are

estimated by minimizing errors between the predicted

and observed fMRI time-series. Adapted from

Dumoulin and Wandell5).



extracts other information from the fMRI data

and generalizes conventional retinotopic

mapping techniques15). The pRF method is

stimulus-independent and the ability to

incorporate additional stimuli, such as moving

bars, eliminates some of the difficulties with the

conventional ring and wedge stimuli. The bar

stimuli move in eight different directions

through the visual field; it moves across all

vertical, horizontal and diagonal directions in a

single scan. It automatically builds in

measurements in opposite directions to validate

how well the hemodynamic response function—

delay—has been accounted for in the pRF

analysis. The visual field maps obtained with the

pRF method are more accurate than those

obtained using conventional visual field

mapping, delineate the visual field maps to the

center of the foveal representation, and are

suitable to reconstruct visual field maps in

regions that contain large receptive fields that

span the vertical meridian5,13,16).

3.2 pRF size 

The pRF size parameter (s ) varies

systematically across the visual cortex (Fig. 2).

There are large differences between different

visual field maps, and within each visual field

map the pRF sizes increase as a function of

eccentricity. These pRF size changes across

visual cortex are reminiscent of a hierarchical

organization of the visual field maps. The

quantitative pRF size estimates are comparable

to independent receptive field estimates made

using single and multi-unit activity and local field

potentials in non-human primates9,17–24), and

human electrophysiological measurements25).

These systematic pRF size variations are

evident in individual subjects. The quantitative

estimates derived from separate subjects are

similar but not identical. We speculate that these

subject differences may be related to differences

in their cortical magnification factor, and that

the cortical representation of the pRF sizes

(point image26)) may be less variable.

4. pRF applications

Many factors influence the pRF properties,

some neural and some not (for reviews see3,5)).

Non-neural factors include eye-movements,

head-movements, optical defocus, and both

temporal and spatial hemodynamic response

properties. There are also different neural

contributions to the pRF. These include the

position scatter of the individual receptive fields

of the recorded neural population, and both

classical and extra-classical neural receptive

field properties.
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Fig. 2. Quantitative population receptive field

(pRF) size estimates averaged across seven subjects.

PRF size estimates vary between different identified

visual field maps. Within each visual field map, pRF

sizes increase with eccentricity. Adapted from Amano 

et al13).



Many different neurons are included within

one fMRI recording site. Therefore, different

stimulus configurations that elicit responses

from different neurons–or from the same neurons

interacting differently–can also yield different

pRF properties. Because we are measuring at

the same cortical site, nuisance factors, such as

hemodynamic response properties and position

scatter of the neural population, are not likely to

vary. By comparing estimates from carefully

selected stimulus conditions, we may be able to

distinguish the different neural contributions to

the pRF, such as contour integration

mechanisms27).

Disorders may also affect the pRF properties.

Subject MM who lost vision in both eyes at age 3

provides a recent example. At age 46, the optics

was restored in one eye, but his visual abilities

remained limited28). Amongst other cortical

deficits, the pRF sizes of MM are increased

specifically near the central representation as

compared to control subjects. We speculate that

these enlarged pRF sizes reflect selective

damage to neurons with small receptive fields,

and relate to MM’s poor visual acuity and

continued visual deficits14).

5. Conclusion

Using fMRI, we can reconstruct properties of

the pRF in human visual cortex. The pRF model-

based analysis provides estimates of visual field

maps, as well as novel parameters that summarize

pRF size, surrounds and their cortical projections.

Many factors contribute to the pRF, including

position variance of the recorded neural

population and both classical and extra-classical

receptive field properties. These factors can be

distinguished by comparing pRF estimates

derived from different stimulus conditions at the

same cortical location. The pRF model-based

analysis provides another technique to elucidate

the neuronal computations of the human visual

system.
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